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1. A MEASURE ON ALL PATHS WITH VALUES IN ZZ.

In [1], Feynman defined his path ‘integral’ as a sequential limit

∫ x(t)=xn

x(0)=x0

eiS[x(t)]/~“dx ” = lim
n→∞

∫

Rn−1

eiS(xn,...,x0)/~dx1 . . . dxn−1, (1)

where the action functional S[x(t)] of the path x is given by

S[x(t)] =

∫ t

0

L[x(t′)]dt′ =
∫ t

0

[m

2
ẋ(t′)2 − V (x(t′))

]
dt′ (2)

for a given potential V . (Here we consider for simplicity the 1-dimensional case.) The

approximating action is

S(xn, . . . , x0) =
n∑

k=1

[
m

2

(
xk − xk−1

t/n

)2

− V (xk)

]
t

n
(3)

and xk = x(t/k). Feynman then argued that this integral over paths is a solution of the

Schrödinger equation

i~
dψ

dt
= − ~

2

2m
∆ψ + V ψ, (4)

where ∆ is the Laplacian. It is known [2] that, unlike the analogous Wiener measure

corresponding to the heat equation, there exists no measure on the space of continuous

paths which corresponds to the limit (1). Instead, various other approaches have been

proposed (see e.g. [3–5]), none entirely satisfactory.

In this article we consider the discrete analogue of Feynman’s path integral for a particle

moving on a lattice, and show that one can define a genuine (Radon) measure on a space of

paths on a d-dimensional lattice corresponding to this integral. Obviously, the Hamiltonian

being defined on `2(Zd), the paths will have values in Zd and cannot be continuous. This
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work is an extension of [6], where the path integral on a finite set was defined in an analogous

fashion. Similar results appear in R. Carmona and J. Lacroix [8] in Propositions II.3.4 and

II.3.12, which are attributed to Molchanov, see [7]. See also Remark 1.2 below.

We denote H0 = −1
2
∆ the free Hamiltonian, where ∆ is the discrete Laplacian on H =

`2(Zd), i.e.

(H0ψ)(ξ) =
d∑

i=1

(
ψ(ξ)− 1

2
(ψ(ξ − ei) + ψ(ξ + ei))

)
, (5)

where e1, . . . , ed are the unit basis vectors in Rd. This operator is bounded and has spectrum

σ(H0) = [0, 2d]. It can be diagonalised by Fourier transformation, i.e. its generalised

eigenvectors are ψk(ξ) = eikξ√
2π

, where k ∈ (−π, π]d, with corresponding eigenvalues λ(k) =
∑d

i=1(1 − cos ki). It follows that the time-evolution operator (or propagator) U0
t = e−itH0

has kernel given by

U0
t (ξ′, ξ) =

∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
e−itλ(k)eik(ξ′−ξ). (6)

If we assume that the potential V is time-dependent and localised in time, i.e. it depends

only on x(tk) for a finite number of instants tk in time, then we can perform the integral

over intermediate times and define for such potentials

∫ x(t)=x

x(0)=x0

e−i
Pn

k=1 V (x(tk))dF (x) = U0
t−tne−iV (x(tn))U0

tn−tn−1
· · · e−iV (x(t1))U0

t1
.

Here 0 < t1 < · · · < tn < t is an arbitrary subdivision. This is the starting point of our

definition. We first define the measure on the set of all paths x : [0, t] → Żd, where Żd

is the one-point compactification of Zd. We denote a subdivision t1 < · · · < tn of [t, t′]

by σ, and the corresponding projection by πσ : (Żd)
[t,t′] → (Żd)

σ
. In particular, πt is the

projection x 7→ x(t). We also let πt′,t : (Żd)[t,t′′] → (Żd)[t,t′] be the restriction map x 7→ x
∣∣
[t,t′]

if t < t′ < t′′.

Theorem 1.1 There exists a unique family of Radon measures Ft′,t on

(Żd)
[t,t′]

with values in B(`2(Zd)) (with the strong operator topology) having the following

properties: ∫
(Φ2 ◦ πt′′,t′) (Φ1 ◦ πt′,t) dFt′′,t =

∫
Φ2dFt′′,t′

∫
Φ1dFt′,t, (7)

if Φ1 is a continuous function on (Żd)
[t,t′]

and Φ2 a continuous function on (Żd)
[t′,t′′]

; and
∫

dFt′,t = U0
t′−t, (8)
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and ∫
(ϕ ◦ πt)dFt,t = Mϕ, (9)

the multiplication operator with the function ϕ.

Proof. We first remark that the conditions in the theorem imply that for any finite

subdivision σ : t ≤ t1 < t2 < · · · < tn ≤ t′, and continuous functions ϕi : Żd → C,

∫
(ϕn ◦ πtn) . . . (ϕ1 ◦ πt1)dFt′,t = U0

t′−tnMϕnU0
tn−tn−1

· · ·U0
t2−t1

Mϕ1U
0
t1−t. (10)

(Notice that if ϕ : Żd → C is a continuous function then lim|ξ|→∞ ϕ(ξ) exists so ϕ is certainly

bounded. In defining Mϕ we obviously restrict ϕ to Zd.)

This expression determines a consistent system of measures F σ
t′,t on (Żd)

σ
with values in

B(H) through

∫
(ϕn ⊗ · · · ⊗ ϕ1)dF σ

t′,t = U0
t′−tnMϕnU0

tn−tn−1
· · ·U0

t2−t1
Mϕ1U

0
t1−t. (11)

Note that the tensor products ϕn ⊗ · · · ⊗ ϕ1 form a total system of functions in C((Żd)
σ
).

It follows immediately from the group property of U0 that this is a consistent (projective)

system of measures, in the sense that if σ′ is a refinement of σ (i.e. it contains all the points

of σ) then the restriction of F σ′
t′,t to the functions depending only on the points of σ is equal

to F σ
t′,t:

F σ′
t′,t ◦ π−1

σ,σ′ = F σ
t′,t. (12)

We presently set out to prove that the measures F σ
t′,t satisfy a uniform bound of the type

||F σ
t′,t(Φ)|| ≤ C(t, t′) ||Φ||∞, (13)

where the constant C(t, t′) is independent of σ. Given such a bound, we can extend the

measures F σ
t′,t continuously to a functional Ft′,t on C((Żd)

[t,t′])
. Indeed, if we define for a

function Φ ∈ C((Żd)
[t,t′])

of the form Φ = Ψ ◦ πσ,
∫

Φ dFt′,t =
∫

Ψ dF σ
t′,t, then

∣∣∣∣
∣∣∣∣
∫

Φ dFt′,t

∣∣∣∣
∣∣∣∣ =

∣∣∣∣F σ
t′,t(Ψ)

∣∣∣∣ ≤ C(t, t′)||Ψ||∞ = C(t, t′)||Φ||∞.

By the Stone-Weierstrass theorem, the functions Φ of the form Φ = Ψ ◦ πσ for some subdi-

vision σ are seen to be dense in C((Żd)
[t,t′])

, so that Ft′,t thus defined extends uniquely to a

continuous linear functional on C((Żd)
[t,t′])

.
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Remark 1.1 The Riesz-Markov theorem does not hold in general for vector-valued mea-

sures. However, the functionals F σ
t′,t are indeed B(H)-valued Radon measures on Żσ provided

the former is equipped with the strong operator topology. This is a consequence of the fact

that the weak topology induced on B(H) by the dual of B(H) with the strong operator

topology, is the same as the weak operator topology: see below.

To prove the bound (13), we need to prove:

∑

ξ1,...,ξn∈Z

∣∣U0
t′,tn(ξ′, ξn) . . . U0

t1,t(ξ1, ξ)
∣∣ ≤ C(t, t′). (14)

In fact, we need a norm estimate on the operator Qt with kernel Qt(ξ
′, ξ) = |U0

t (ξ′, ξ)|:

Lemma 1.1 The operator Qt with kernel Qt(ξ
′, ξ) = |U0

t (ξ′, ξ)| satisfies the bounds

Qt(ξ
′, ξ) ≤ e2dt and ||Qt|| ≤ e2dt.

Proof. Define

λ(k) =
d∑

i=1

(1− cos ki). (15)

By the Taylor expansion with integral remainder, we have,

U0
t (ξ′, ξ) =

∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
eik(ξ′−ξ)

−it

d∑
j=1

∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
(1− cos kj)e

ik(ξ′−ξ)

−
∫ t

0

dt′ t′2
∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
λ(k)2e−it′λ(k)eik(ξ′−ξ).

The first two terms evaluate to

δξ′,ξ − it

d∑
j=1

(
δξ′,ξ − 1

2
(δξ′,ξ−ej

+ δξ′,ξ+ej
)

)
.

In the remainder term we define

g(λ, t) = λ2e−itλ (16)

so that the integrand is g(λ(k), t)eik(ξ′−ξ). We now want to integrate by parts twice in each

variable ki for which ξ′i 6= ξi. We have, first of all, for r ≤ d,

∂

∂k1

. . .
∂

∂kr

g (λ(k)) =
r∏

j=1

sin kj
∂r

∂λr

∣∣∣∣
λ=λ(k)

g(λ, t).
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Differentiating again with respect to k1, . . . , ks (s ≤ r) yields

∂2

∂k2
1

. . .
∂2

∂k2
s

∂

∂ks+1

. . .
∂

∂kr

g (λ(k), t)

=
∑

J⊂{1,...,s}

(∏
j∈J

sin2 kj

)
 ∏

j∈{1,...,s}\J
cos kj




(
r∏

i=s+1

sin ki

)

× ∂r+|J |

∂λr+|J |

∣∣∣∣
λ=λ(k)

g(λ, t).

Note that in particular if s < r all these are zero at the integration bounds ki = ±π for

i > r. The derivatives of g are given by

∂n

∂λn
g(λ, t) =

[
n(n− 1)(−it)n−2 + 2nλ(−it)n−1 + λ2(−it)n

]
e−itλ,

and can be bounded by n(n− 1) + 2nλ + λ2 for t ≤ 1. Since 0 ≤ ∑d
j=1(1− cos kj) ≤ 2d, we

have
∣∣∣∣

∂2

∂k2
1

. . .
∂2

∂k2
r

g (λ(k), t))

∣∣∣∣

≤
r∑

p=0

(
r

p

)
((r + p)(r + p− 1) + 4(r + p)d + 4d2)

= [r(r − 1) + r2 + 6rd + 4d2]2r + r(r − 1)2r−2

≤ (12d2 − d)2d + d(d− 1)2d−2 =: cd. (17)

We only integrate by parts with respect to those ki such that ξ′i 6= ξi. This yields
∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
g(k, t)eik(ξ′−ξ) =

=
∑

I⊂{1,...,d}

∏
i∈I

δξ′i,ξi

∏
i∈Ic

(1− δξ′i,ξi
)
∏
i∈Ic

−1

(ξ′i − ξi)2

×
∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π

(∏
i∈Ic

∂2

∂k2
i

g(λ(k), t)

)
eik(ξ′−ξ)

and hence
∣∣∣∣
∫ π

−π

dk1

2π
. . .

∫ π

−π

dkd

2π
g(k, t)eik(ξ′−ξ)

∣∣∣∣
≤

∑

I⊂{1,...,d}

∏
i∈I

δξ′i,ξi

∏
i∈Ic

(1− δξ′i,ξi
)

cd

|ξ′i − ξi|2

≤ 2dcd

d∏
i=1

1

|ξ′i − ξi|2 + 1
.
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We now introduce an operator Γ on `2(Zd) and an operator M on `2(Z) with kernels

Γ(ξ′, ξ) =
d∑

j=1

(
δξ′,ξ +

1

2
(δξ′,ξ−ej

+ δξ′,ξ+ej
)

)
(18)

and

M(ξ′, ξ) =
2

|ξ′ − ξ|2 + 1
(19)

and write Md = M ⊗ · · · ⊗M on `2(Zd). (Note that Γ = 2d1−H0 so 0 ≤ Γ ≤ 2d1.) Then,

for t ≤ 1,

|U0
t (ξ′, ξ)| ≤ δξ′,ξ + tΓ(ξ′, ξ) + t2cdMd(ξ

′, ξ). (20)

Dividing, for arbitrary t > 0, the interval [0, t] into n equal parts such that the length of

each is at most 1, we obtain

Qt(ξ
′, ξ) =

∣∣∣∣∣∣
∑

ξ1,...,ξn−1∈Z

U0
t−tn−1

(ξ′, ξn−1) . . . U0
t1
(ξ1, ξ)

∣∣∣∣∣∣
≤

∑

ξ1,...,ξn−1

|U0
t−tn−1

(ξ′, ξn−1) . . . U0
t1
(ξ1, ξ)|

≤
∑

ξ1,...,ξn−1

(
δξ′,ξn−1 + (t− tn−1)Γ(ξ′, ξn−1) + (t− tn−1)

2cdMd(ξ
′, ξn−1)

)×

. . .
(
δξ1,ξ + t1Γ(ξ1, ξ) + t21cdMd(ξ1, ξ)

)

≤
∑

ξ1,...,ξn−1

(
e(t−tn−1)Γ+(t−tn−1)2cdMd

)
(ξ′, ξn−1) . . .

(
et1Γ+t21cdMd

)
(ξ1, ξ)

=
(
etΓ+ 1

n
t2cdMd

)
(ξ′, ξ). (21)

By Fourier transformation it is easy to see that the operator M is bounded. Indeed, ||Mψ|| =
||M̂ψ|| and

|(M̂ψ)(k)| =

∣∣∣∣∣
∑

ξ∈Z

(Mψ)(ξ′)eikξ′

∣∣∣∣∣

=

∣∣∣∣∣
∑

ξ∈Z

(∑

ξ′∈Z

M(ξ′, ξ)eik(ξ′−ξ)

)
ψ(ξ)eikξ

∣∣∣∣∣

=

∣∣∣∣∣
∑

ξ′′∈Z

2

|ξ′′|2 + 1
eikξ′′

∣∣∣∣∣ |ψ̂(k)|

≤
∑

ξ∈Z

2

ξ2 + 1
|ψ̂(k)|.
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Hence

||M || ≤
∑

ξ∈Z

2

ξ2 + 1
= 2π coth(π). (22)

Taking n →∞ in (21), we have

Qt(ξ
′, ξ) ≤ (

etΓ
)
(ξ′, ξ) ≤ e2dt. (23)

Moreover, since ||Γ|| = 2d,

||Qt|| ≤ e2dt. (24)

This bound implies that

||F σ
t′,t|| ≤ e2d(t′−t). (25)

Indeed,

||F σ
t′,t|| = sup

||Φ||∞=1

||F σ
t′,t(Φ)||

= sup
||Φ||∞=1

sup
||ϕ||2=1

∣∣∣∣∣

∣∣∣∣∣
∑

ξ,ξ1,...,ξn

Ut′−tn(·, ξn) . . . Ut1−t(ξ1, ξ)Φ(ξn, . . . , ξ1)ϕ(ξ)

∣∣∣∣∣

∣∣∣∣∣
2

≤ sup
||ϕ||2=1

∣∣∣∣∣

∣∣∣∣∣
∑

ξ,ξ1,...,ξn

Qt′−tn(·, ξn) . . . Qt1−t(ξ1, ξ)|ϕ(ξ)|
∣∣∣∣∣

∣∣∣∣∣
2

≤
∣∣∣
∣∣∣e(t′−t)Γ|ϕ|

∣∣∣
∣∣∣
2
≤ ||e(t′−t)Γ|| ≤ e2d(t′−t).

Fixing Φ, we also have, for any ϕ, ψ ∈ `2(Zd),

|〈ψ |F σ
t′,t(Φ)ϕ〉|

=

∣∣∣∣∣
∑

ξ,ξ′,ξ1,...,ξn

ψ(ξ′) Ut′−tn(ξ′, ξn) . . . Ut1−t(ξ1, ξ)Φ(ξn, . . . , ξ1)ϕ(ξ)

∣∣∣∣∣

≤
∑

ξ,ξ′,ξ1,...,ξn

|ψ(ξ′)|Qt′−tn(ξ′, ξn) . . . Qt1−t(ξ1, ξ)|ϕ(ξ)|

≤ νσ
ψ,ϕ(|Φ|),

where the measure νσ
ψ,ϕ is defined by

νσ
ψ,ϕ(Φ) =

∑

ξ,ξ′,ξ1,...,ξn

|ψ(ξ′)|
(
e(t′−tn)Γ

)
(ξ′, ξn) . . .

. . .
(
e(t1−t)Γ

)
(ξ1, ξ)Φ(ξn, . . . , ξ1)|ϕ(ξ)|. (26)
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This measure is clearly positive and uniformly bounded by

||νσ
ψ,ϕ|| =

∑

ξ,ξ′
|ψ(ξ′)|

(
e(t′−t)Γ

)
(ξ′, ξ)|ϕ(ξ)| ≤ e2d(t′−t)||ψ|| ||ϕ||. (27)

It follows that both F σ
t′,t and Ft′,t are indeed Radon measures on Ż[t,t′] with values in B(H).

In fact, a continuous map on C(X) with values in a quasi-complete locally convex topological

Hausdorff space is a Radon measure if it is weakly compact [9–11]. We have

Lemma 1.2 Denote the strong operator topology on B(H) as Ts. Then the weak topology

σ(B(H), (B(H)s)
′) induced on B(H) by the strong dual agrees with the weak operator topology.

Moreover, bounded subsets of B(H) are weakly compact.

Proof. It is known (see [12], Chapter IV, §2, Prop. 11, or [13], Theorem 4.2.6) that the

strongly continuous linear forms on B(H) are of the form

`(A) =
n∑

j=1

〈ψj |Aφj〉

for finite sets of vectors ψj, φj ∈ H, and are therefore weakly continuous. It follows that the

weak topology induced by B(H)′s is just the weak operator topology. But the weak operator

topology is weaker than the ultra-weak topology, which is the weak-* topology induced by

the predual of B(H), i.e. the trace-class operators L1(H): see [14], Theorem 1 of Part I,

Chapter 3, or [13], Theorem 4.2.3. By the Banach-Alaoglu theorem, bounded subsets are

compact in the latter topology, and hence also in the weak operator topology.

It remains to remark that the last two conditions ((8) and (9)) are fulfilled by construction,

and the first condition (7) is easily proved by approximating Φ1 and Φ2 by functions of the

form Ψ1 ◦ πσ and Ψ2 ◦ πσ, where σ is a subdivision including the intermediate point t′.

Remark 1.2 The proof shows that the measures are absolutely continuous with respect

to the positive measure corresponding to the random walk on Zd. Indeed, etΓ = e2dte−H0t,

and e−tH0 is the generator of the random walk. This fact was used by Molchanov [7] to

formulate a version of Feynman’s path integral in terms of random walks as follows:

(
e−itHψ

)
(ξ) = e2dtE

(d)
ξ

[
ψ(x(t))iN(t) exp

(
−

∫ t

0

V (x(s))ds

)]
, (28)

where N(t) is the number of jumps of the path before time t. (See Prop. II.3.12 of [8].)
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2. REGULARITY OF THE PATHS.

We now show that the measures Ft′,t are in fact concentrated on paths with values in

Zd which are almost everywhere constant. First consider the Skorokhod space of functions

x : [t, t′] → Rd which are right-continuous and have limits on the left as well as being

continuous at t′. This is usually denoted D([t, t′],Rd).

Lemma 2.1 The Skorokhod space D([t, t′],Rd) is a Borel set in (Rd)[t,t′]. Moreover, any

Borel subset of D([t, t′],Rd) is also a Borel subset of (Rd)[t,t′].

Proof. This theorem follows in fact from a general theorem (Theorem 5 and Corollary

1 of [15]), which states that if X is a Polish space, continuously embedded into a Hausdorff

space Y then X is a Borel subset of Y . However, for completeness, we provide a simple

direct proof here along the lines of [3]. For ε, δ > 0 define the set Dδ,ε[t, t
′] by

Dδ,ε[t, t
′] =

{
x ∈ (Rd)[t,t′] : sup

s∈[t,t′)
sup

s′∈(s,s+δ)

|x(s′)− x(s)| ≤ ε

}

⋂ {
x ∈ (Rd)[t,t′] : sup

s∈(t,t′)
sup

s1,s2∈(t1−δ,t1)

|x(s2)− x(s1)| ≤ ε

}

⋂ {
x ∈ (Rd)[t,t′] : sup

s∈(t′−δ,t′)
|x(t′)− x(s)| ≤ ε

}
. (29)

We then claim that

D([t, t′],Rd) =
⋂
ε>0

⋃

δ>0

Dδ,ε[t, t
′]. (30)

Indeed, suppose that x ∈ (Rd)[t,t′] and for all ε > 0 there exists δ > 0 such that x ∈ Dδ,ε[t, t
′].

Then for all s ∈ [t, t′), and all ε > 0 there is δ > 0 so that |x(s′) − x(s)| ≤ ε whenever

s′ ∈ (s, s + δ), i.e. lims′↓s x(s′) = x(s), so x is right-continuous at s. Similarly, lims′↑s x(s′)

exists for all s ∈ [t, t′) and lims↑t′ x(s) = x(t′); the former because a Cauchy condition holds.

Thus x ∈ D([t, t′],Rd).

Conversely, suppose x ∈ D([t, t′],Rd). Then, for any s ∈ [t, t′), lims′↓s x(s′)

= x(s), so for all ε > 0 there exists δs > 0 such that |x(s′)− x(s)| ≤ ε/2 for s′ ∈ (s, s + δt1).

Moreover, there also exists δt′ > 0 such that |x(s) − x(t′)| ≤ ε/2 if s ∈ (t′ − δt′ , t
′]. We can

now cover [t, t′] with a finite number of intervals (sk, sk + δsk
/2) (taking the first interval

to be [t, t + δt/2) and the last (t′ − δt′/2, t
′]). Let δ1 be the minimum of the corresponding
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δsk
/2. Then, if s ∈ [t, t′] and s′ ∈ (s, s + δ1), there exists k such that s ∈ [sk, sk + δsk

/2) and

hence

|x(s)− x(s′)| ≤ |x(s)− x(sk)|+ |x(sk)− x(s′)| ≤ ε

since |s′ − sk| < δsk
/2 + δ′ ≤ δsk

/2. Similarly, for all s ∈ (t, t′] there exists δ′s > 0 such that

for s′, s′′ ∈ (s− δ′s, s], |x(s′)−x(s′′)| ≤ ε/2. Covering [t, t′] now with intervals (s′k− δ′s′k/2, s
′
k)

together with (t′ − δt′/2, t
′] we find in the same way that for every s ∈ [t, t′] and s′, s′′ ∈

(s− δ2, s), |x(s′)− x(s′′)| ≤ ε, where δ2 = min δs′k . Taking δ = δ1 ∧ δ2 we find that x ∈ Dε,δ.

It is obvious that the sets Dδ,ε[t, t
′] are closed. Moreover, they are decreasing in δ and

increasing in ε so we can restrict the intersection over ε and the union over δ to numbers of

the form 1/n with n ∈ N. It follows that D([t, t′],Rd) is a Borel set.

The second statement follows from Theorem 7.1 in [16].

Let us denote

Sd[t, t′] = D([t, t′],Rd) ∩ (Find)[t, t′], (31)

where Find[t, t′] = ∪Λ⊂Zd finiteΛ
[t,t′] is the set of paths taking finitely many values in Zd.

Since we can restrict the union to a sequence of boxes tending to Zd, the latter is a Borel

subset of (Żd)[t,t′]. Restricting even further, we define Sd
1 [t, t′] =

{
x ∈ Sd : x(s+)− x(s−) ∈

{0}∪{e1,−e1, . . . , ed,−ed}
}
. This is easily seen to be a closed subset of Sd[t, t′] and therefore

also a Borel subset of (Żd)[t,t′].

Theorem 2.1 The measure Ft′,t is concentrated on Sd
1 [t, t′]. Moreover, the measures

F(t′,ξ′),(t,ξ) = 〈δξ′ |Ft′,tδξ〉 are concentrated on Sd
1 [(t′, ξ′), (t, ξ)] =

{Sd
1 [t, t′] : x(t) = ξ, x(t′) =

ξ′
}
, and all these measures are Radon measures w.r.t. the Skorokhod topology on these

spaces.

Proof. By the fact that |〈ψ |F σ
t′t(Φ)ϕ〉| ≤ νσ

ψ,ϕ(Φ) it suffices to prove that the projective

limit νψ,ϕ of the latter measures is concentrated on Sd
1 [t, t′]. This follows from a theorem of

Doob [17], but is in fact easy to prove directly in this case. Consider the sets

Kδ =
{

x ∈ (Żd)[t,t′] : x(t), x(t′) ∈ Zd and ∀t1 ∈ [t, t′] :

either x(s) = x(t1)∀s ∈ [t1 − δ, t1 + δ]

or ∃ξ = ±ej, t2 ∈ [t1 − δ, t1 + δ] : x(s1)− x(s2) = ξ

∀s1 ∈ [t1 − δ, t2), s2 ∈ [t2, t1 + δ]} . (32)
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These are the sets of paths with values in Zd such that there is at most one jump in any

interval of length 2δ and the jump is of size 1. These sets clearly belong to Sd[t, t′] and they

are compact in the Skorokhod topology. The latter follows from the compactness criterion

for subsets of D([t, t′],Rd): see Theorem 6.2 in [16]. In fact (see [18]), for η < 1,

Kδ = {x ∈ Sd
1 [t, t′] : ω̃x(δ) < η},

where the quantity ω̃x(δ) is given by

ω̃x(δ) = max

{
sup

s−δ<s′≤s≤s′′<s+δ
(|x(s′)− x(s)| ∧ |x(s′′)− x(s)|) ,

sup
t≤s<t+δ

|x(s)− x(0)|, sup
t′−δ<s≤t′

|x(s)− x(t′)|
}

. (33)

Now, given σ = (t1, . . . , tn), it is obvious that π−1
σ (x1, . . . , xn) ∈ Kδ means that whenever

tk2 − tk1 < 2δ with k2 ≥ k1 + 2, then either xk = xk1 for k1 ≤ k ≤ k2, or there exists k3

with k1 < k3 < k2 such that xk = xk3 for k1 ≤ k ≤ k3 and xk = xk3+1 for k3 < k ≤ k2.

We subdivide the interval [t, t′] into (t′ − t)/(2δ) intervals of length 2δ. If x /∈ Kδ then

there is a double interval of length 4δ which contains points at distance at most 2δ where x

jumps. Consider such a double interval and let tk1−1 be the left-most point of σ and tk2+1

the right-most point of σ contained in this interval. Now, using the bound

||A(t)|| ≤ t||Γ||
∣∣∣∣etΓ

∣∣∣∣ , where A(t)ξ′,ξ =
(
etΓ

)
(ξ′, ξ)(1− δξ′,ξ),

we have

νσ
ψ,ϕ({At least 2 jumps between tk1 and tk2})

≤
k2−1∑

k=k1−1

k2∑

k′=k+1

∑

ξ′,ξn,...,ξk′+1

∑

ξk′ 6=ξk′+1

∑

ξk′−1,...,ξk+1

×
∑

ξk 6=ξk+1

∑

ξk−1,...,ξ1,ξ

|ψ(ξ′)|
(
e(t′−tn)Γ

)
(ξ′, ξn) . . .

(
e(t1−t)Γ

)
(ξ1, ξ)|ϕ(ξ)|

≤
k2−1∑

k=k1−1

k2∑

k′=k+1

(tk+1 − tk)(tk′+1 − tk′)||Γ||2e2d(t′−t)||ϕ|| ||ψ||

≤ tk2+1 − tk1−1

k2 − k1 + 2
||Γ||2e2d(t′−t)||ϕ|| ||ψ||

×
k2−1∑

k=k1−1

k2∑

k′=k+1

(
tk2+1 − tk1−1 − tk2+1 − tk1−1

k2 − k1 + 2
(k − k1 + 3)

)

≤ 32δ2d2 e2d(t′−t)||ϕ|| ||ψ||. (34)
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Since there are (t′ − t)/(2δ) such intervals,

νσ
ψ,ϕ(Kc

δ) ≤ 16(t′ − t)δd2e2d(t′−t)||ϕ|| ||ψ|| → 0.

Finally, we notice that, on a metric space, every bounded Borel measure is outer regular,

and inner-regular with respect to closed sets (see [16], Theorem 1.2 of Chapter 2). Since we

have already shown that the measure νψ,φ is concentrated on a compact set in Sd
1 up to any

ε > 0, it follows that it is a Radon measure.

3. THE FEYNMAN INTEGRAL FORMULA

To derive the Feynman integral formula for the solution of the Schrödinger equation, let,

for simplicity, V be a bounded potential, V : Zd → R. Then the integral
∫ t′

t

V (x(s)) ds = lim
n→∞

n∑

k=1

V (x(tk))(tk − tk−1) = lim
n→∞

Σσn
V (x) (35)

is well-defined and continuous as a function of x ∈ Sd
1 [t, t′]. Indeed, s 7→ V (x(s)) is a step

function, hence integrable, and the set of points where x ∈ Sd
1 [t, t′] has a jump has measure

0. Therefore, if ∆x is the set of points of discontinuity of x, |{s ∈ [t, t′] : d(s, ∆x) < ε}| → 0

as ε → 0. Now, if xn → x in Sd
1 [t, t′], let n be so large that ρ(x, xn) < ε, where ρ denotes

the Skorokhod metric:

ρ(x, x′) = inf
λinH[t,t′]

||x− x′ ◦ λ||∞ + ||λ− id||∞. (36)

(Here H[t, t′] denotes the continuous increasing functions from [t, t′] onto itself.) Then there

exists λ ∈ H such that ||x − xn ◦ λ||∞ < ε and ||λ − id||∞ < ε. Assuming ε < 1 we have:

xn(s) = x(s) unless d(s, ∆x) < ε. If M = ||V ||∞, and taking tk = t + k(t′− t)/n with 1
n

< ε,

we get
∣∣∣∣∣

n∑

k=1

V (xn(tk))(tk − tk−1)−
n∑

k=1

V (x(tk))(tk − tk−1)

∣∣∣∣∣

≤ 2M
n∑

k=1

1{k: d(tk,∆x)<ε}(tk − tk−1)

≤ 2M |{s : d(s, ∆x) < ε}| → 0. (37)

Theorem 3.1 Let H = H0 + V , where V : Zd → R is a bounded potential. Then

e−i(t′−t)H =

∫

Sd
1 [t,t′]

exp

[
−i

∫ t′

t

V (x(s))ds

]
Ft′,t(dx). (38)
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Moreover, the matrix elements of e−i(t′−t)H are given by

e−i(t′−t)H(ξ′, ξ) =

∫

Sd
1 [(t,ξ),(t′,ξ′)]

exp

[
−i

∫ t′

t

V (x(s))ds

]
Ft′,t(dx). (39)

Proof. We only have to prove that

lim
n→∞

∫
e−iΣσn

V (x)Ft′,t(dx) = e−i(t′−t)H ,

where the integral is over (Żd)[t,t′]. This follows from the definition and the Trotter product

formula: Writing ϕk(ξ) = e−i(tk−tk−1)V (ξ),

e−iΣσn
V (x) = (ϕn ⊗ · · · ⊗ ϕ1) ◦ πσn(x)

and hence, with tk = t + k(t′ − t)/n as above,

∫
e−iΣσn

V (x)Ft′,t(dx) =

∫
(ϕn ⊗ · · · ⊗ ϕ1)dF σn

t′,t

= MϕnU0
tn−tn−1

Mϕn−1 . . .Mϕ1U
0
t1−t

=
(
e−i(t′−t)V/nU0

(t′−t)/n

)n

.

By Trotter’s product formula (in fact, the simple form of Theorem XIII.30 of [19] suffices),

the right-hand side tends to e−i(t′−t)(H0+V ). The formula for the matrix elements follows

from the fact that F(t′,ξ′),(t,ξ) is concentrated on Sd
1 [(t, ξ), (t′, ξ′)].

In fact, the Feynman integral formula can be extended to time-dependent potentials:

Assume that V : Zd × [t, t′] → R is a uniformly bounded potential which depends continu-

ously on the time (i.e. the second variable). A minor modification of the above argument

shows that
∫ t′

t
V (x(s), s)ds is still well-defined and continuous as a function of x ∈ Sd

1 [t, t′].

We now approximate V by a step-function, as follows. We subdivide [t, t′] into subintervals

[tk, tk+1] as before and put V (n)(x(s), s) = V (x(tk), tk) if tk ≤ s < tk+1. The solution of the

Schrödinger equation

i
∂

∂s
ψs = (H0 + V (n))ψs (40)

with initial condition ψ0
t is obviously given by

ψ
(n)
t′ = U

(n)
tn−tn−1

. . . U
(n)
t1−tψ

0
t

where

U (n)
s = e−is(H0+V (n)(·,tk)) if tk ≤ s < tk+1. (41)
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Now, since V (n) → V in L1−norm,

∫ t′

t

V (n)(x(s), s)ds →
∫ t′

t

V (x(s), s)ds

for every x ∈ Sd
1 [t, t′], and by the bounded convergence theorem,

∫
exp

[
−i

∫ t′

t

V (n)(x(s), s)ds

]
Ft′,t(dx)ψ0

t → exp

[
−i

∫ t′

t

V (x(s), s)ds

]
ψ0

t .

On the other hand, the solution of (40) converges to that of

i
∂

∂s
ψs = (H0 + V )ψs. (42)

This follows from Picard’s method (the method of successive approximations) applied to the

corresponding integral equations. We thus have:

Theorem 3.2 Let H = H0 +V , where V : Zd× [t, t′] → R is a uniformly bounded potential

depending continuously on the time. Then, for any initial condition ψ0, the solution of the

Schrödinger equation (42) is given by

ψt′ =

∫

Sd
1 [t,t′]

exp

[
−i

∫ t′

t

V (x(s), s)ds

]
Ft′,t(dx)ψ0. (43)
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